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ABSTRACT

Semantic Segmentation (SS) is the task to assign a semantic label to each pixel of the observed images, which
is of crucial significance for autonomous vehicles, navigation assistance systems for the visually impaired, and
augmented reality devices. However, there is still a long way for SS to be put into practice as there are two
essential challenges that need to be addressed: efficiency and evaluation criterions for practical application. For
specific application scenarios, different criterions need to be adopted. Recall rate is an important criterion for
many tasks like autonomous vehicles. For autonomous vehicles, we need to focus on the detection of the traffic
objects like cars, buses, and pedestrians, which should be detected with high recall rates. In other words, it is
preferable to detect it wrongly than miss it, because the other traffic objects will be dangerous if the algorithm
miss them and segment them as safe roadways. In this paper, our main goal is to explore possible methods
to attain high recall rate. Firstly, we propose a real-time SS network named Swift Factorized Network (SFN).
The proposed network is adapted from SwiftNet, whose structure is a typical U-shape structure with lateral
connections. Inspired by ERFNet and Global Convolution Networks (GCNet), we propose two different blocks
to enlarge valid receptive field. They do not take up too much calculation resources, but significantly enhance the
performance compared with the baseline network. Secondly, we explore three ways to achieve higher recall rate,
i.e loss function, classifier and decision rules. We perform a comprehensive set of experiments on state-of-the-art
datasets including CamVid and Cityscapes. We demonstrate that our SS convolutional neural networks reach
excellent performance. Furthermore, we make a detailed analysis and comparison of the three proposed methods
on the promotion of recall rate.
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1. INTRODUCTION

Semantic Segmentation (SS) is the task to assign a semantic label to each pixel of the observed images, which
is of crucial significance for autonomous vehicles, navigation assistance systems for the visually impaired, and
augmented reality devices1.2 It has gained great development from traditional method into methods based
on deep Convolutional Neural Networks (CNNs) since the milestone created by Fully Convolutional Networks
(FCN).3

However, there is still a long way for SS to be put into practice as there are two essential challenges that
need to be addressed. Firstly, the inference efficiency is paramount for real-time applications with limited
computational resources, which should be assured. Secondly, different evaluation criterions have been used in
the literature, without consideration of the target application scenario. To address these issues, we aim to lay
a good balance between inference speed and performance measured using certain criterion suitable for certain
applications instead of merely depending on mean Intersection over Union (mIoU).

In this paper, we propose a real-time SS network named Swift Factorized Network (SFN) based on ResNet-
18,4 a light-weight convolutional neural network specially designed for classification tasks. The proposed network
is adapted from SwiftNet,5 which can reach state-of the art performance at a fast inference speed. The structure
of the network is a typical U-shape structure with lateral connections. Inspired by ERFNet67 and Global
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Figure 1. Basic procedure of the paper: a semantic segmentation network with three key methods towards high recall.

Convolutional Network,8 we have realized the importance of the receptive field. In order to extract better
features and enlarge valid receptive field, we propose two different blocks. The first method is to add a series
of factorized convolution blocks with different dilation rate, and the other one is to insert global convolutional
blocks with diverse kernel sizes to refine features. They won’t take up too much calculation resources, but
significantly enhance the performance compared with the baseline network.

On the other hand, in order to cope with specific application scenarios, we need to adopt different criterions.
Recall rate is an important criterion for many tasks. Taking autonomous driving as an example, we need to
focus on the detection of the traffic objects like cars, buses, and pedestrians, which should be detected with high
recall rates. In other words, it is preferable to detect it wrongly than miss it, because the other traffic objects
will be dangerous if the algorithm miss them and segment them as safe roadways. Moreover, for autonomous
driving, different objects should be coped with different rank of importance, the traffic light, cars, riders are
much more important than road, sky, and etc. If the algorithm does not differentiate the different priorities
for certain classes, the module will reach a normal performance for all classes. In order to promote the certain
classes’ recall rates, we explore three different methods as shown in Fig. 1:

(1) Loss Function: Loss function is of great significance for training a model. In order to reach high recall
rate, we utilize importance-aware loss.9

(2) Classifier: Graph Convolution Networks (GCN) are very useful and popular to cope with the graph
data. It can also be utilized as a classifier, such that the result is based on the pre-defined graph.

(3) Decision Rules: The normal decision rule in classification or semantic segmentation tasks is Bayes rule.
In our experiment, we also adopt Maximum Likelihood (ML) rule which is promising to boost the recall rate.

In order to test and verify our method and network, we perform a comprehensive set of experiments on
state-of-the-art datasets including CamVid10 and Cityscapes.11 Our contributions are summarized as follows:
(1) A semantic segmentation network i.e. SFN is proposed, which is a real-time network and can reach excellent
performance. (2) We make a detailed analysis and comparison of the three proposed methods on the promotion of
recall rate. (3) We provide three possible methods to attain higher recall rates for semantic scene understanding.
(4) Our implementations and codes are available at: https://github.com/Katexiang/swiftnet/tree/master/
Swift_Factorized_Network(SFN)

2. RELATED WORK

2.1 Semantic Segmentation Neural Networks

The milestone created by FCN results in the prosper for method based on Deep Learning to SS task. The
fundamental framework of SS Neural Networks is an Encoder-Decoder structure. Typical representative networks
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like UNet,12 PSPNet,13 DeepLab V314 and ACNet15 can reach brilliant performance but can not strike a balance
between efficiency and accuracy. Therefore, they can not be directly applied into application. In order to put
SS into practice, many real-time SS networks have been proposed in recent years. ENet16 is the pioneer in the
era of real-time SS networks, which is adapted from ResNet structure4 but discards the last stage of the model
to raise efficiency. Following that, many real-time SS Network appear. ERFNet67 and ERF-PSPNet1718 utilize
residual factorized module to reduce parameters and keep fine performance. ICNet19 and BiSeNet20 are multiply-
path structures using immense calculations on small feature maps for excavating context information and a few
calculations on big feature maps to keep spatial information so that they can keep high efficiency and favourable
performance. SwiftNet5 and many other real-time SS networks are based on the Encoder-Decoder structure
with light-weight base networks like ShuffleNet,21 MobileNet22 and etc., whose performance vary considerably
depending on their decoder structures and lateral connections.

2.2 Somewhat-Aware Methods for Semantic Segmentation

As is detailed in Sec. 1, every pixel can not be addressed without bias. Inspired by the different attributes for
different pixels, many somewhat-aware methods are proposed to cope with certain somewhat-bias tasks. Focal
loss23 is one of the most well-known methods aiming to cope with the detection of difficult objects for object
detection task, which has been transferred into SS task and can promote SS networks’ precision.24 Another
difficulty-aware method is a structure style named deep layer cascade25 to cope with the situation when different
pixels possess different difficulties. In view of the lack of valid label for SS, many researchers consider to utilize
synthetic data to train SS Networks. However, the domain gap between synthetic data and real data prevents
the models from generalizing well to real image.7 Therefore, Hierarchical Region Selection26 is proposed to
select similarity region between synthetic and real image, i.e. an interest-aware method. IAL9 is a loss function
which is put forward to cope with the fact that different objects possesses different ranks of importance, i.e. an
importance-aware method. IAL is one of the possible methods to achieve high-recall semantic segmentation.

2.3 Graph Convolution Networks

Graph Convolution Networks (GCN) are a kind of structure to generalize neural networks to graph data. For
computer vision tasks, many method based on GCN have reached state-of-the-art performance in different areas.
Their usuage can be classified into two types, i.e. classifier and feature modifier. For the former, Chen et al.27

utilize GCN to cope with multi-label image recognition and reach state-of-the-art performance. For the latter, Qi
et al.28 adopt GCN to act as an feature modifier to adjust the feature representation for RGBD SS. In previous
works, we have also developed segmentation frameworks suitable for RGBD1529 and panoramic images.18 In this
paper, GCN acts as a classifier in SS task, in order to advance recall rate depending on our pre-defined graph.

2.4 Decision Rules

There are generally two kinds of decision rules in machine learning task, i.e. Bayes rule and Maximum Likelihood
(ML) rule. Standard decision rule for SS task is Bayes rule, while some research shows that Maximum Likelihood
rule help advance the recall rate for SS task. Chan et al.30 utilize ML rule to handle class imbalance in SS. ML
is a promising key to reach high recall rate for SS.

3. METHODOLOGY

3.1 Swift Factorized Network

The proposed SS Network is based on the Encoder-Decoder structure with U-shape. The main architecture is
shown in Fig. 2. The basic building blocks are Encoder, Spatial Pyramid Pooling (SPP) and Decoder which
consists of a series of upsample blocks.

Encoder: For the downsample block, i.e. the Encoder of the network, we choose ResNet-18 as the backbone
of the SS network. The encoder working as the feature extractor can obtain semantic feature from the input
image for SS, because it is brought up to cope with the recognition task. As a matter of fact, MobileNet and
ShuffleNet are the alternatives as well. All of these models are compatible with real-time operation due to their
small computation complexity. On the other hand, they are appropriate choices for fine tuning because there
are many ImageNet31 pre-trained parameters being publicly available.
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