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ABSTRACT   

According to the data from the World Health Organization, 253 million people are estimated to be visually impaired 
worldwide, and 36 million are blind. It is very difficult for visually impaired people to perceive and avoid obstacles at a 
distance during their travelling. To address this problem, we propose a sensor fusion system, which combines the RGB-
Depth sensor and millimeter wave radar sensor, to detect the surrounding obstacles. The range and velocity of multiple 
obstacles are acquired by the millimeter wave radar based on the principle of frequency modulated continuous wave. The 
positions of the obstacles are verified by the RGB-Depth sensor based on the contour extraction and MeanShift 
algorithm. The data fusion algorithm based on particle filters obtains accurate state estimation by fusing RGB-Depth data 
with millimeter wave radar data. The experiment results show that multiple obstacles with different ranges and angles are 
successfully detected by the proposed system. The measurement uncertainties are reduced by the data fusion system, 
meanwhile the effective detectable range is expanded compared to the detection with only RGB-Depth sensor. Moreover, 
the measurement results are stable when the illumination varies. As a wearable prototype, the sensor fusion system has 
the characteristics of versatility, portability and cost-effectiveness, which is very suitable for blind navigation application.  
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1. INTRODUCTION  

According to the data from the World Health Organization (WHO), 253 million people were estimated to be visually 
impaired worldwide, and 36 million were blind1. It is very difficult for visually impaired people (VIP) to perceive and 
avoid obstacles at a distance. To address this problem, we propose a sensor fusion system, which combines the RGB-
Depth (RGB-D) sensor and millimeter wave (MMW) radar sensor, to perceive the surrounding obstacles and their 
positions. 

The RGB-D sensors acquire both color and depth maps simultaneously at the rate of video frame, which revolutionizes 
the field of navigation assistance for VIP. The personal guidance devices based on RGB-D sensors provide much more 
information compared the traditional assistive tools. Assistive approaches based on RGB-D sensors have been widely 
investigated to help VIP to detect and avoid obstacles2-8. 

However, the RGB-D sensors, which includes light-coding sensors, time-of-flight sensors (TOF camera), and stereo 
cameras, could not solve the problems of remote obstacle detection and velocity detection perfectly. The detection range 
of low power light-coding sensors is too small, especially in sunny environments2, 4, 9, 10. The ranging precision of TOF 
camera is sensitive to ambient light and shows poor performance in outdoor environments11-13. The ranging results of 
remote objects derived from stereo cameras are not accurate, and the remote objects without texture are not robustly 
detected14,15. Furthermore, it is difficult to measure the velocity of object using all these kinds of RGB-D sensors. 

The radar’s performance is not influenced by illumination across indoor and outdoor environments16, 17. The range and 
velocity information of the obstacles are calculated at the same time, and the accuracy of the range is very high, e.g., 
several centimeters. Thanks to the technological development, the MMW radar sensors have become small, low-cost and 
accurate, which makes them especially suitable for portable low-power applications. Moreover, the single chip radar 
sensor has already appeared. However, the azimuth beam with of the MMW radar always covers more than several 
degrees due to the limited antenna distributions, which results in a low directional resolution compared with the camera. 
On the contrary, the directional resolution of the RGB-D sensor is very high, which makes it possible to be 
complemented through sensor fusion. 
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In this paper, we propose a sensor fusion system based on the MMW radar and the RGB-D sensor to help VIP perceive 
and avoid the obstacles. As a wearable prototype, the sensor fusion system has the characteristics of versatility, 
portability and cost-effectiveness, which is very suitable for blind navigation application.  

There are various advantages of fusing RGB-D sensor and radar sensor. The sensor fusion system is able to utilize the 
advantages of these two sensors and avoid their disadvantages. Firstly, the range information becomes more accurate 
compared to the detection with only RGB-D sensor, and the detectable distance is expanded with the help of the MMW 
radar. Secondly, the angle resolution is improved compared to the detection with only MMW radar. Thirdly, the velocity 
information could be easily measured compared the detection with RGB-D sensor. At last, the sensor fusion system 
increases the robustness of the overall system across to diverse lighting conditions. 

The paper is organized as follows. In the next section, the hardware configuration of the fusion system is presented. In 
the section 3, the detection principle of the MMW radar and RGB-D sensor is described. The sensor fusion algorithm is 
described in detail in the section 4. After that, the experiments results are presented and discussed in section 5. Finally, 
conclusions are drawn in the section 6. 

2. HARDWARE CONFIGURATION 

In this paper, we propose the sensor fusion system to detect and perceive the surrounding obstacles based on the Intel 
RealSense D435[18] and the TI short range radar evaluation board19, as shown in Figure 1. The size and power 
consumption of these two sensors is very small and suitable for being integrated in a wearable device. They are mounted 
on a bracket fabricated by 3D printing and their position is fixed. The sensors are closely spaced on the same plane, 
hence the sensor fusion is performed at the objects detection level. In view that the nature of radar measurements is 
coarse, the current fixed mode could achieve robust data fusion with sufficient precision. 

 

Figure 1. The hardware configuration. The fusion system is composed of an RGB-D sensor (Intel RealSense D435) and a 
short-range radar (TI IWR1642BOOST Evaluation board). As compared with a credit card, the size of the D435 and the 
MMW radar is so small that they are portable for visually impaired users. 

The RealSense D435 developed by the Intel Company is the 2nd generation of the active stereo depth camera system. It 
offers complete depth cameras integrating vision processor, stereo depth module and RGB sensor with color image 
processing. The stereo vision module consists of a left imager, right imager and an infrared projector. The infrared 
projector projects invisible Infrared Radiation (IR) pattern to improve depth accuracy for scenes with low texture. With 
the principle of active projecting and passive stereo matching, the performance of RealSense D435 is excellent across 
indoor and outdoor circumstances. Therefore, the D435 is quite suitable for VIP navigation because of its environment 
adaptability, small size and cost-effectiveness. 



However, the performance of the D435 is sensitive to lighting conditions. On the contrary, the range accurate of the 
MMW radar is high and the measurement results are stable. As shown in Figure 1, the TI IWR1642BOOST evaluation 
board, which is a short-range radar, is employed in our fusion system. The IWR1642 device is an integrated single-chip 
MMW sensor based on frequency-modulated continuous wave (FMCW) radar technology capable of operation in the 76 
to 81 GHz band with up to 4 GHz continuous chirp. The IWR1642 includes a monolithic implementation of a 2TX, 4RX 
system with built-in PLL and A2D converters. The IWR1642 also integrates a DSP subsystem, which contains TI’s high-
performance C674x DSP for the Radio Frequency (RF) signal processing. The device includes an ARM R4F-based 
processor subsystem, which is responsible for front-end configuration, control, and calibration. The IWR1642 is an ideal 
solution for low-power, self-monitored, ultra-accurate radar systems in both industrial and consumer electronics 
applications. 

3. OBSTACLE DETECTION 

 
3.1 Image obstacle extraction 

Unlike the ordinary digital image processing on the color image, this paper achieves the objects detection on the depth 
image produced by the RealSense D435. As the Figure 2 shown, the objects are detected in indoor and outside, the color 
images are shown in Figure 2(a), and the depth images are shown in Figure 2(b). The MeanShift algorithm20 is applied to 
detect the objects in the depth images, the detection results are shown in Figure 2(c). The detection objects are indicated 
by the red bounding box. The distance of the detection object is decided by the average depth in the red bounding box. 
The world coordinate of the detection object is acquired with the help of the camera intrinsic and extrinsic parameters. 

 

Figure 2. The color image, depth image and the feature extraction results of the objects. (a) The color images; the objects are 
detected in indoor and outside. (b) The depth images. (c) The detection results based on the MeanShift algorithm, where the 
detected objects are indicated using the red bounding box. 

3.2 Frequency modulated continuous wave  

FMCW radar is a technique that obtains range and velocity information from a radar by the way of frequency modulating 
a continuous signal21. The frequency modulation takes many forms, and the linear frequency modulation is the most 
commonly used approach. The basic principle of the sawtooth modulation FMCW radar and the objects detection 
algorithm have already been elaborated in many literatures17,21-23. Hence, we focus on the application of this low power 



FMCW radar. The range, velocity and angle information of multiple target detection results are shown in Figure 3. The 
radar trihedral corners with different ranges and angles are placed in the courtyard as shown in Figure 3(a). The detection 
results with X-Z scatter mode and Doppler-Range mode are described in the (b) and (c) respectively. 

 
Figure 3. The multiple target detection result of the FMCW radar. (a) The radar trihedral corners placed in the courtyard 
with different ranges and angles. (b) The detection result shown with X-Z Scatter mode.  (b) The detection result shown with 
Doppler-Range mode. 

4. SENSOR FUSION  

In multiple sensor system, each sensor performs measurements in its own coordinate system. Thus, one needs to 
transform these measurements into a global coordinate system. 

 

Figure 4. The RGB-D sensor coordinate and MMW radar coordinate 

In this paper, the standard pinhole model is assumed for the camera. As shown in Figure 4, the  , , zc c cx y  and  ,u v  

are the camera coordinate and the image plane coordinate respectively. The relationship between them is described as 

equation (1). The xf , yf , xc , and yc  are the x , y  direction focus length and principal point respectively, and the K  

is the intrinsic matrix. 
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As described in Figure 4, the position of a target is represented as  , ,r r rx y z  in the radar coordinate system. The 

MMW radar only gives azimuth information in 2D without information on pitch angle in the 3D plane. In this sense, the 



ry  coordinate has no meaningful value. The calibration matrix RTH  (including the rotation R and translation T) 

between the camera and the radar coordinate is obtained through 
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where the calibration matrix RTH  is made up of 9 elements.  

As mentioned above, the object position in x z  plane is measured by the two sensors. After calibration, we obtain two 
sets of measurements on the common plane. Considering the sensors resolution, noise and errors, we propose data fusion 
based on Particle Filter24-25 to reduce uncertainties and obtain more accurate state estimation.  

The target fusion task from different sensors is generally solved by the method of Kalman Filter. However, the Kalman 
Filter is unimodal, and the Joint Integrated Probabilistic Data Association (JIPDA) algorithm26-27 is needed to track and 
label this multiple target before performing the Kalman Filter, which makes the full process very complex. Following 
this rationale, the Particle Filter based on the principle of Monte Carlo sampling is used in our application to accomplish 
the multiple object fusion. The Particle Filter is multimodal which is able to track more than one object simultaneously. 
It is also suitable when the multivariate, nonlinear behavior and non-Gaussian noise situation appeared. 

5. EXPERIMENT 

Before the experiment, the sensor features need to be considered. The RealSense D435 uses a combination of active 
projecting and passive stereo matching. The color camera image is up to 1280×1080 RGB resolution, and the depth 
image is up to 1280×720 stereo depth resolution. The experiments are carried out at the resolution of 640×360. The 
horizontal and the vertical field of view (FOV) of the infrared imager are 91.2° and 65.5°, respectively. The effective 
depth range of the RGB-D sensor is 0.2m to about 10m, which varies with lighting conditions. The horizontal and the 
vertical FOV of the color camera are 69.4° and 42.5°. The stereo image synchronization is executed internally, while the 
results are recorded in the auto-exposure mode. Comparatively, the antenna FOV of the MMW radar (IWR1642EVM) is 

60  with angular resolution of approximately 15°. 

We use the linear least square method with the help of 57 data points to estimate the calibration matrix RTH . The 
corresponding pixels on the depth image and radar detection points are matched manually, then the matched data point is 
acquired, as the Figure 5 shown. The 5 targets are placed at different heights and depths, as the color image shown in the 
Figure 5(a). They are detected by the RGB-D sensor and MMW radar simultaneously, and the detection results are 
shown in Figure 5(b) and (c) respectively. By changing the relative position between the sensors and radar trihedral 

corners, we get sufficient corresponding data points. In our paper, the calibration matrix RTH between the RGB-D 
sensor coordinate and the MMW radar coordinate is 
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In order to test and verify the performance of our sensor fusion system, the field test is designed and performed. As 
shown in Figure 6, the color images are shown in Figure 6(a1-a3), and the depth images are shown in the Figure 6(b1-
b3). The detection and fusion results are shown in Figure 6(c1-c3). The detection obstacles of the RGB-D sensor are 
indicated by the red bounding box, and the corresponding detection results by the MMW radar are indicated by the green 
vertical line. The fusion results, , , zx y  coordinate and velocity information, are labelled in the depth images. In the 

scenario 1, two cars appear in the scene, as shown in Figure 6(a1). However, they are not able to be detected in the depth 
image because of the limited perception range of the RGB-D sensor, as shown in Figure 6(b1, c1). Still, the obstacles are 
correctly detected with the help of the MMW radar, and the detection results except the y  coordinate are mapped and 



labelled in the depth image. In this regard, the effective detection range of the fusion system has been significantly 
expanded compared to the detection with only RGB-D sensor.  

 

Figure 5. The processing procedure of the matched data point. (a)The color image including 5 targets which are placed at 
different height and depths. (b)The RGB-D sensor detection results. (c) The MMW radar detection results. The 
corresponding pixels on the depth image and radar points are matched manually, then the matched data points are acquired. 

 
Figure 6. The field test. (a1-a3) The color images. (b1-b3) The depth images. (c1-c3) The detection and fusion results. The 
detection obstacles of the RGB-D sensor are indicated by the red bounding box, and the corresponding detection results by 
the MMW radar are indicated by the green vertical line. The fusion results are labelled in the depth images. 

In the second scenario, a car is parked on the roadside at nightfall, as presented in Figure 6(a2). It is not found in the 
depth image because the quality of RGB-D depth image declines when the lights dim and the measurement distance 
becomes far, as shown in Figure 6(b2). However, the MMW radar detection result is stable when the illumination 



changes. It is mapped and labelled in the depth image, as shown in Figure 6(c2). In this sense, our fusion system 
enhances the robustness of obstacle detection across different illumination conditions. 

In the third scenario, two radar trihedral corners and a person stand in the courtyard, as shown in Figure 6(a3). One of the 
radar trihedral corners and the person are found out in the depth image, as presented in Figure 6(b3). Their position, 

, ,x y z  coordinate, and velocity information are decided by the sensor fusion, then they are mapped and labelled in the 

depth image, as shown in Figure 6(c3). The y  coordinate is added compared to the detection with only radar. The 

velocity information is added and the z  coordinate is more accurate compared to the detection with only RGB-D sensor. 
The other radar trihedral corner is submerged in the background because it exceeds the effective distance of the RGB-D 
sensor. However, we could also find it, the ,x z  coordinate and velocity information is got with the help of the MMW 

radar. Compared with the single RGB-D sensor or the single MMW radar, the data fusion enriches the detection results, 
increases the accuracy and improves the robustness of the prototype. 

6. CONCLUSION 

In this paper, we proposed a sensor fusion system based on the RGB-D sensor and the low power MMW radar sensor to 
help visually impaired people to perceive and avoid obstacles at a distance. The experiment results show the multiple 
target with different ranges and angles are detected by the MMW radar and the RGB-D sensor. The data fusion based on 
particle filters reduce uncertainties and obtain more accurate state estimation. Meanwhile, the effective detectable range 
of the fusion system is expanded compared to the detection with only RGB-D sensor. Moreover, the measurement results 
maintain stable when the illumination is changed. 
As a wearable system, the sensor fusion system has the characteristics of versatility, portability and cost-effectiveness, 
which is very suitable for blind navigation application. Moreover, this system could be flexibly applied in the fields of 
self-driving, unmanned aerial vehicle (UAV), robotics, surveillance and defence. 
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